A dynamic world, what can Grids do for Multi-core computing?
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Introduction
We will provide an overview of current strategies for writing effective programs for multi-core processors. In this we will show that there are currently several models being developed, with many drawn from cluster computing. We however, believe that for a range of the environments that multi-core chips will operate in, models need to be more dynamic and as a result, a more appropriate approach is one which is similar to those used in “Grid” computing, both for large data centres (1) and for projects such as ClimatePrediction.net (2).

In cluster computing it is normal for a task to be constructed to run on a specific number of the cluster nodes in order to achieve peak performance; this is because usually the cluster nodes are a homogenous set. However, with a multi-core computer this is rarely possible as the number of available cores will vary for reasons, ranging from those which are constant for the lifetime of the application, such as the application being run on different models of processor without being able to recompiling to match, to those which may vary from second to second such as other applications running at the same time. The applications running may take many forms, from of producers and consumers of data in a pipeline, to Daemons belonging to the operating system, to the users MP3 player or email client. The latter cases are still very much the preserve of scientific computing, as we will still expect scientific software packages to run on our desktops without requiring a dedicated computer. As some applications may not be sufficiently concurrent to run on all the available cores, it is clear that simply slicing the time and giving each application all the cores in a processors is not the best way to gain maximum performance. In addition such a solution could result in significant IO delays when performing operations such as pipelining. The alternative of allowing individual processors to come and go in order to support such demands on the computer could lead to an equal amount of resources being wasted if applications are unable to handle the changing environment. For example if the task was expecting all n cores, and was not able to neatly handle the dynamic nature of the allocation, all other cores may stall while one is unavailable. As such just compiling an application for a given number of threads and assuming each thread will be allowed to progress at roughly the same rate will not be suitable for all cases.

This implicitly heterogeneous nature to multi-core processors together with the growing use of GPU’s for numeric computation means that the computers of the future (and in some cases present) will not only have many processors with different loads, but also many processors of different types, connected through different types of memory and communication architectures. The loss of the simplicity of homogeneous clusters will span from the desktop to high-performance computers such as HECToR (3). This change we believe will mean that these environments will have much in common with the models developed for Grid computing.
We will also identify projects such as LINQ from Microsoft (4) and Data Parallel Languages (5), that we believe while appearing unrelated, are in many ways closely related to models that are being developed for Grid computing.

**Background**

While in the past processors have been made faster through increasing the clock speed, designers are now reaching physical barriers that for the time being at least are making this untenable. As such designers are now looking at offering more performance through the inclusion of multiple independent processor cores in the same chip. While currently PC processors are only offering two or four core processors, graphics cards and cell processors are offering vastly more cores and it is expected that PC processors will follow suit over the coming years. With these changes comes an end to the ability to get best performance out of a processor with the single threaded programs that are common in most applications today. Instead it is necessary that either the programmer or tooling provides multi-threaded concurrency to allow the program to take advantage of the multiple heterogeneous cores. Ideas for how best to do this are drawn from a range of different areas, but the most prominent area is, unsurprisingly, that of cluster computing. Other areas where ideas are being drawn from include previous experience with shared memory super computers and functional programming.

*Grid computing* is a term that has been used to describe projects that attempt to take advantage of large amounts of distributed computing resources, often in a dynamic way, to address problems such as how to you get enough computing power to handle the data output from the Large Hadron Collider (LHC) at CERN? Or how do you analyse patient data collected in many different hospitals (6)? The proposed answers to these questions typically involve computing models for large, loosely coupled, distributed, utility computing systems spanning multiple locations, and often multiple organisations.
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